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_ Abstract—Peer-to-Peer (P2P) computing has emerged as a sig-thatin both Gnutella [8] and Napster [12], about half of the peers
nificant paradigm for providing distributed services, in particular  participating in the system are replaced within one hour. Thus

search and data sharing. Current P2P networks (e.g., Gnutella) aintaining even a basic property such as network connectivity
are constructed by participants following their own uncoordinated L
becomes a nontrivial task.

(and often whimsical) protocols; they consequently suffer from fre- VG e
quent network overload and partitioning into disconnected pieces ~ Each node participating in a P2P network runs so-caléel
separated by choke points with inadequate bandwidth. ventsoftware (forsewer + client since every node is both a

In this paper, we propose a protocol for participants to build  server and a client). This software embeds local heuristics by
P2P networks in a distributed fashion, and prove that it results in which the node decides, on joining the network, which neigh-

connected networks of constant degree and logarithmic diameter. b t t to. Note. that . . d for that
These properties are crucial for efficient search and data exchange. 0TS 0 connect to. Note, that an incoming node (or for tha

An important feature of our protocol is that it operates without ~Matter, any node in the network) does not have global knowl-

global knowledge of all the nodes in the network. edge of the current topology, or even the identities [Internet
Index Terms—Distributed protocol, peer-to-peer (P2P) net- Protocol (IP) addresses] of other nodes in the current network.
works, stochastic analysis, topology construction. Thus, one cannot require an incoming node to connect (say) to

“four random network nodes” (in the hope of creating an ex-
pander-like network [11]). What local heuristics will lead to the
formation of networks that perform well? Indeed, what prop-
EER-TO-PEER (P2P) networks are emerging as a Sigrties should the network have in order for performance to be
nificant vehicle for providing distributed services (e.g.good? In the Gnutella world [9], there is little consensus on
search, content integration, and administration) both on tis topic, as the variety of servent implementations (each with
Internet [5]-[7], [9] and in enterprises. The idea is simpléts own peculiar connection heuristics) grows—along with little
Rather than have a centralized service (say, for search), eaglerstanding of the evolution of the network. Indeed, some ser-
node in a distributed network maintains its own index angces on the Internet [4] attempt to bring order to this chaotic
search service. Queries no longer go to a central server; inste@diution of P2P networks, but without necessarily using rig-
they fan out over the network, and results are collected asgbus approaches (or tangible success).
propagated back to the originating node. This allows for searchA number of attempts are under way to create P2P networks
results that are fresh (in the extreme, admitting dynamic contetithin enterprises (e.qg., Verity is creating a P2P enterprise in-
assembled from a transaction database, reflecting—say ifiréstructure for search). The principal advantage here is that
marketplace—real-time pricing and inventory informationkervents can be implemented to a standard so that their local
Such freshness is not possible with traditional static indicesehavior results in good global properties for the P2P network
where the indexed content is as old as the last crawl (in maghey create. In this paper, we begin with some desiderata for
enterprises, this can be several weeks). The downside,sath good global properties, principally the diameter of the re-
course, is dramatically increased network traffic. In somsulting network (the motivation for this becomes clear below).
implementations [6], this problem can be mitigated by adapti®ur main contribution is a stochastic analysis of a simple local
distributed caching for replicating content; it seems inevitablgeuristic which, if followed by every servent, results in provably
that such caching will become more widespread. strong guarantees on network diameter and other properties. Our

How should the topology of P2P networks be constructeé@uristic is intuitive and practical enough that it could be used
Unlike static networks, P2P systems are very dynamic withi@enterprise P2P products.

high peer turnover rate. For example, the study in [17] shows

A. Case Study: Gnutella
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any servent wishes to search the network with some qugny  strong fault tolerance properties: if the network gets partitioned
sendsy to its neighbors. These neighbors return any of their ownto disconnected pieces it rapidly recovers its connectivity.
documents that match the query; they also propag#teheir The technical core of our analysis is an analysis of an evolving
neighbors, and so on. To control network traffic this fanningraph as nodes arrive and leave, with edges being dictated by
out typically continues to some fixed radius (in Gnutella, typthe protocol; the analysis of evolving graphs is relatively new,
ically seven); matching results are fanned back inédong the with virtually no prior analysis in which both nodes and edges
paths on whicly flowed outwards. Thus, every node can initiatg(,connections) arrive and leave the network.

propagate and serve query results; clearly, it isimportant that théVe mention related work in Section V and discuss openissues
content being searched for be within the search radius &f in Section VI.

servent typically stays connected for some time, then drops out

of the network—many participating machines are personal com- II. P2P RROTOCOL

puters on dialup connections. The importance of maintaininga_he central element of our protocol isast serverwhich, at

connectivity and small network diameter has been demonstrat a; intai hé of K nod herd i tant
in a recent performance study of the public Gnutella netwoé:{‘ IMeS, maintains eache of i nodes, wheret 1s a constant.
e host server is reachable by all nodes at all times; however,

[4]. : /
Note, that the above discussion lacks any mention of whi!:thneed not know of the topology of the network at any time,

three to five neighbors a servent joining the network should coff- Even th_e identities of all nodes currentl)_/ on the network_. we
ly require that 1) when the host server is contacted on its IP

nect to, and indeed, this is the current free-for-all situation M .
which each servent implementation uses its own heuristic. M@&dress I responds_ and 2) any nqde on the P2P network can send
begin by connecting to a generic set of neighbors that come ssages to its neighbors. In this sense, our protocol demands
the download, then switch (in subsequent sessions) to a su g&less from the network than do (for instance) current P2P

of the nodes whose names the servent encountered on a pre\%agosals (e.9., theeflectorsof dss.clip2.com, which maintain

session (in the course of remaining connected and propagat‘ﬁrl' wledge of thg g'lobal topology). .
hen a node is in the cache, we refer to it asaahe node

gueries, a servent gets to “watch” the names of other hosts tha

may be connected and initiating or servicing queries). Note alenode isnewwhen it joins the network, otherwise, it &id.

that there is no standard on what a node should do if its neigh*" protocol Wi” ensure t_hat the degree (number of neighbors)
bors drop out of the network (many nodes join through dial all Qc()]des will be in the intervelD, C + 1] for two constants
connections, and typically dial out after a few minutes—so t Zn ' de first tacts the host hich aiveB it
set of participants keeps changing). This free-for-all situation nNew node irst contacts the nost server, which gives'|

leads to partitioning of the network into disconnected pieces @dom nodes from the current cache to con_nect to.. The new
documented in [4]. node connects to these and becomed-reode it remains a

d-node until it, subsequently, either enters the cache or leaves

B. Main Contributions and Organization of the Paper the network. The degree of a d-node is alwaysAt some point

. o . the protocol may put a d-node into the cache. It stays in the
Our main contribution is a new protocol by which newly ar- P y P ¥

. . ; cache until it acquires a total 6f connections, at which point,
riving servents decide which network nodes to connect to, arﬁeaves the cache ascanode (Thus, the set of cache nodes
existing servents decide when and how to replace lost conn '

i . ﬁgéps changing with time.) A c-node might lose connections
tions. We show that our protocol results in a constant degrg

L "9"&fter it leaves the cache, but its degree is always at |Past
network that is likely to stay connected and have small dlar]&- c-node has always ongreferredconnection, made precise

eter. A nice feature of our protocol is that itoperateswithoutar%IOW Our protocol is summarized below as a set of rules

plicable to various situations that a node may find itself in.
the identities of all other nodes) and can be implemented by P y

simple distributed local message passing scheme. Also, our pro-
tocol is easily scalable both in terms of degree (which remaiPger-to-Peer Protocol for Node v
bounded irrespective of size) and diameter (grows slowly aga On joining the network: Connect to D
function of network size). cache nodes, chosen uniformly at random
Our protocol for building a P2P network is described ifrom the current cache.
Section II. Section IIl presents a stochastic analysis of o@r Reconnect rule: If a neighbor of v
protocol. Our protocol involves one somewhat nonintuitivieaves the network, and that connection
notion, by which nodes maintain “preferred connectionsias not a preferred connection, connect
to other nodes; in Section IV, we show that this feature is
essential. Our analysis assumes a stochastic setting in whictrhe host server is similar to (or models) websites that maintain list of host
nodes arrive and leave the network according to a probabilisffcaddresses which clients visit to get entry points into the P2P network; for
: mple http://www.gnufrog.conis a website which maintains a list of active
m.Odel' Our 993' is to show the}t even_as the network .chanog tella servents. New clients can join the network by connecting to one or
with these arrivals/departures, it remains connected with smalre of these servents. Another point to note is that we have assumed a single
diameter,Ourmainresultis thatatytime (after a short initial host server for clarity of presentation. The protocol can be easily extended to
. . o . work with multiple host servers.
period), with large probability, the network onnectedand o : .
its di SRR DICinRTe S AR network at that 2This is just a terminology used to denote the set of nodes which can accept
Its diamete 9 s connections—analogous to the list of active Gnutella clients mentioned in the
time. Furthermore, our analysis proves that the protocol h@svious footnote.
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to a random node in cache with probability 5) We assume that a node knows when any of its neighbors
D/d(v), where d(v) is the degree of v be- leave the network. One way of realizing this in practice
fore losing the neighbor. is (as in the Gnutella protocol [8]) that each node can
3. Cache Replacement rule: When a cache periodically ping its neighbors to check whether any of
node v reaches degree  C while in the them have gone offline.
cache (or if v drops out of the network), 6) In the stochastic analysis that follows, the protocol does
it is replaced in the cache by a d-node have a minuscule probability of catastrophic failure: for
from the network. Let ro(v) = v, and let instance, in the cache replacement step, there is a very
re(v) be the node replaced by re_1(v) in the small probability that no replacement d-node is found. A
cache. The replacement d-node is found by practical implementation of this step would either cause
the following rule: some nodes to exceed the maximum capacit¢'of 1
k=0 connections, or to reject new connections. In either case,
while (a d-node is not found) do the system would rapidly “self-correct” itself out of this
search neighbors of rw(v) for a d-node; situation.
k=Fk+1,
endwhile I1l. ANALYSIS
4. Preferred Node rule:  When v leaves the In evaluating the performance of our protocol, we focus on
cache as a c-node it maintains a preferred the long term behavior of the system in a fully decentralized
connection  to the d-node that replaced it environment in which nodes arrive and depart in an uncoordi-
in the cache. (If v is not already con- nated and unpredictable fashion. This setting is best modeled by
nected to that node this adds another a stochastic, memoryless, continuous-time setting. The arrival
connection to v). of new nodes is modeled by Poisson distribution with rate
5. Preferred Reconnect rule: If vis a and the duration of time a node stays connected to the network
c-node and its preferred connection is is independently and exponentially distributed with parameter
lost, then v reconnects to a random node 1. We are inspired by models in queueing theory which have
in the cache and this becomes its new pre- been used to model similar scenarios, e.g., the classical tele-
ferred connection. phone trunking model [10]. Also, a recent measurement study

of real P2P systems [17] (Gnutella and Napster) provides evi-
dence that the above model approximates real-life data reason-

We end this section with brief remarks on the protocol and igply well. . ]
implementation. Let G be the network at time (G, has no vertices). We

1)

2)

3)

4)

. o . analyze the evolution in time of the stochastic procgss=
It is clear from our protocol that it is essential for a nod

to know whether it is in the cache or not; thus, each noc?gsm‘cé the evolution of depends only on the ratid/. we

maintains a flag for this purpose. can assume w.l.0.g. that= 1. To demonstrate the relation be-
The cache replacement rule can be implemented in a digeen these parameters and the network size, weVuse\ /.
tributed fashion by a local message passing scheme wihoughout the analysis. We justify this notation in Section I1I-A
constant storage per node. Each c-nedstores the ad- py showing that the number of nodes in the network rapidly
dress of the node that it replaced in the cache,i(@). converges taV. Furthermore, if the ratio between arrival and
Nodew sends a message t¢v) whenw itself does not geparture rates is changed latentb= \'/4//, the network size
have any d-node neighbors. . will then rapidly converge to the new valué . Next, we show
Note that the overhead in implementing each rule of thgat the protocol can with high probabilitynaintain a bounded
protocol is constant (or expected constant). This is VeRmper of neighbors for all nodes in the network, i.e., w.h.p.
importantin practice, because evenifa protocolislocal fhere is a d-node in the network to replace a cache node that
is desirable that neither too much (local) computation n@gaches full capacity. In Section 11I-C, we analyze the connec-

too many local messages be sent per node. Rules 1, ity of the network, and in Section 11-D, we bound the network
and 5 can be easily implemented with constant overheggameter.

It follows from our analysis that the overhead incurred

in replacing a full cach.e no_de (rule 3) is cpnstant on th'g. Network Size

average, and w.h.p. (with high probability) is at most log- _

arithmic in the size of the network (see Section 11I-B).  LetG: = (Vi, Ex) be the network at time.

We note that the host server is contacted whenever a nodd heorem 11.1:

needs to reconnect (rules 2 and 5), and when a new notle For anyt = Q(N) , w.h.p.|V;| = O(N)

joins the network. We show that the expected number &) If /N — oo then w.h.p|V;| = N + o(N).

contacts the host server receives per unit time interval is  Proof: Consider a node that arrived at time< ¢. The
constantinour-modeland.w:h:p=orbgarithmicin the probability that the node is still in the network at times
size of the network; this implies that the network also

scales well'in terms of the number of “hits” the host server stiroughout this paper w.h.p. (with high probability) denotes probabiiity
receives. N,
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e~(t=T)/N_Letp(t) be the probability that a random node thabhumber of connections to the cache nodes in unit time in this
arrives during the intervaD, ¢] is still in the network at time, interval is bounded by
then (since in a Poisson process the arrival time of a random

. . . d(v) D 1
element is unlforr? ino, ¢]) U;V <(1 + 0<1))Tm +(1+ 0(1))ﬁ>
p(t) = %/0 e~ =I/NGr = %N (1 - e_t/N> .

=(D+1)(1+0(1))

Our process is similar to an infinite server Poisson queue. o
Thus, the number of nodes in the graph at tineas a Poisson (1€ two terms within the sum bounds the number of re-
distribution with expectationp(t) (see [15, pp. 18 and 19]). connections due to non-preferred and preferred neighbors

Fort = Q(N), E[|Vi]] = O(N). Whent/N — oo leaving a node.) Thus, the expected number of connections
E[[Vi]] = N — o(N). to the cache from old nodes in this interval is bounded by
We can now use a tail bound for the Poisson distributiol (P + 1)(1 +o(1)). Let uy,...,u, be the set of nodes
[1, p. 239] to show that for = Q(NV) that left the network, in that interval, and l&t, ,, = 1if v

makes connection to the cache whenleft the network, else
Pr (Vi - EVilll < VANTogN) > 1~ - Ko = 0. Then
4
for some constants> 0 andc > 1. m E> ZXU,u,] < N(D+1)(1+0(1))
The above theorem assumed that the rafio= \/p was i=1 v

fixed during the interva|0, t]. We can derive similar result for gnd each variable in the sum is independent of all@wtther

the case in which the ratio changes6 = \'/,/ attimer.  variables. By partitioning the sum int6' sums such that
Theorem III.2:.Suppose that the ratio betvyeen arrival angh each sum all variables are independent and applying the

departure rates in the network changed at timgom N 10 Chernoff bound ([11, pp. 67-71]) to each sum individually,

N'. Supp(?fe)that there werd nodes in the network at time \ye show that w.h.p. the total number of connections to the

7, then if =57> — oo w.h.p.G hasN’ + o(N') nodes. cache from old nodes during this interval is bounded w.h.p. by

Proof: The expected number of nodes in the network A (D+1)(1+0(1))

timetis

Thus, w.h.p. the total number of connections to cache is
_=n) , _t=ry N =m) bounded by (2D + 1)N(1 + o(1)). Since a node receives
Me™ """ + N'(1—e” ") = N'+ (M — N')e™ "~ C — D connections while in the cache, w.h.p. no more than

2D+1 _ - i
Applying the tail bound for the Poisson distribution, we prove’—D N(1+0(1)) d-nodes convert to ;‘gﬁ c-nodes in the

that w.h.p. the number of nodes@# is N’ + o(N"). m [nterval; thus, wh.p., we are left with — Z=5)N(1 —o(1))
d-nodes that joined the network in this interval.

Lemma IIl.2: Suppose that the cache is occupied at time

L by nodev. Let Z(v) be the set of nodes that occupied the cache
To show that the network can maintain a bounded nquﬂrU,s slot during the intervajt — clog N, #]. For anys > 0

pf connections at e_ach node, we will show that w.h.p., thegg,q sufficiently large constart w.h.p. |Z(v)] is in the range
is always a d-node in the network to replace a cache node thab+1)c log N(1 £ 6). =

reaches capacity and that the replacement node can be foun@‘%ﬁéof: As in the proof of Lemma IIl.1, the expected

efficiently. We first show that at any given time the network haﬁumber of connections to a given cache node in an interval
w.h.p. a large number of d-nodes. [ . (2D+1)clog N ;

_ _ _ ] t — clog N, t] is *=—5—2=(1+ o(1)). Applying the Cher-
f Lemma:.ll.ld LetC' > 3D3’ L tLlen ar: anytime > alog N noff bound, we show that w.h.p. the number of connections is
(for some fixed constant > 0), w.h.p. there are in the range(w+1)c log N(1 %+ ). Since a cache node receives

C — D connections while in the cache the result follows. m

B. Available Node Capacity

2D+ 1 .
(1 o D) min(t, N](1 - o(1)) The following lemma shows that most often the algorithm
finds a replacement node for the cache by searching only a few,
d-nodes in the network. i.e., O(log N) nodes.
Proof: Assume that > N (the proof fort < N is sim- ~ Lemma Il.3: Assume thatC > 3D + 1. At any timet >

ilar). Consider the intervalt — N, ¢]; we bound the number clog N, with probabilityl — O(log? N/N) the algorithm finds
of new d-nodes arriving during this interval and the number @freplacement d-node by examining onlylog ') nodes.
nodes that become c-nodes. Proof: Letwvy,...,vg betheK nodes in the cache attime

The arrival of new nodes to the network is Poisson-distributédBy Lemma 111.2, w.h.p| Z(v;)| = dlog N, for some constant
with rate 1; using the tail bound for the Poisson distribution, wé With probability at least

show that w.h.p. the number of new d-nodes arriving during this ) 2
) : X _ (Kedlog? N) log® N
intervalisV(1-—+-0(1))-and.that.the.number of connections to e N >1-0 ( i )
cache nodes from the new arrivalsiisV (1 + o(1)).
By Theorem III.1, the expected size of the network at anyo node inZ(v;), i = 1,..., K leaves the network in the in-

time in the interval is bounded by (1 + o(1)). The expected terval [t — clog N, t].
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Suppose that node leaves the cache at timg then the  Corollary lll.1: There is a constamtsuch that if the network
protocol tries to replace by a d-node neighbor of a node inis disconnected at time
Z(v). As in the proof of Lemma lll.1, w.h.pZ(v) received at
leastZclog N connections from new d-nodes in the interval Pr(Giyciogn is connectefi> 1 — O <
[t — clog N, t]. Among these new d-nodes no more th&(w)|
nodes enter the cache and became c-nodes during this interval.heorem 111.4: At any given timet such that/N — oo, if
Using the bound ohZ(v)| from Lemma I11.2, w.h.p., there is a the graph is not connected then it has a connected component of

log? N
~ )

d-node attached to a node Bfv) at timet. m sizeN(1-o(1)).
Proof: By Lemma 3.4 all nodes in the network are con-
C. Connectivity nected to some cache node. Thélog® N'/N) failure proba-

The proof that at any given time the network is connect&]"ty in Theorem 111.3 is the probability that some cache node

w.h.p. is based on two properties of the protocol: 1) steps 3§4Ieft with fewer thanilog N nodes connected to it. Excluding

of the protocol guarantee (deterministically) that at any giv ch c_ache nodgg all othezr cacheZnOdSscireNgonnected tcz each ei-

time a node is connected through “preferred connections” er with probabilityl — K=(1 — D/K*)* 8™ =1 -1/N°*,

a cache node and 2) the random choices of new connecti NgSomec > 0. u

guarantee that w.h.p. the(log N') neighborhoods of any two D. Diameter

cache nodes are connected to each other. In Section IV, we show ) ) ) )

that the first property is essential for connectivity. Without it, Ve State our main theorem which gives a bound on the diam-

there is a constant probability that the graph has a number€¢r of the network.

small disconnected components. Theorem II.5: For anyt, such that/N — oo, w.h.p., the
Lemma I1I.4: At all times, each node in the network is conlargest connected component@f has diamete©(log ). In

nected to some cache node directly or through a path in t@'ticular, if the network is connected (which has probability
network. 1 — O(log® N/N)), then w.h.p., its diameter i8(log N).

Proof: It suffices to prove the claim for c-nodes since a NOte that the above diameter bound is the best possible for a

d-node is always connected to some c-node. A c-nadeither  constant degree network. .
in the cache, or it is connected through its preferred connection Proof: Since a d-node is always connected to a c-node it
to a node that was in the cache aftdeft the cache. By induc- 1S Sufficient to discuss the distance between c-nodes. Thus, in

tion, the path of preferred connections must lead to a node tHg following discussion all nodes are c-nodes. For the purpose
is currently in the cache. m Of the proof, we define a constayitand call a cache node good

Lemma ll.5: Consider two cache nodesandw at time# >  if during its time in cache, it receives a setof f connections
clog N, for some fixed constant > 0. With probability1 — Such that:

O(log® N/N), there is a path in the network at tirheonnecting * ther connections are “reconnect ” connections;
v andu. « ther connections are not preferred connections;

Proof: Let Z(v) be the set of nodes that occupied the* ther connections resulted fromdifferent nodes leaving the
cachev’s slot during the intervalt — clog N, t]. By Lemma network.

1.2, w.h.p.|Z(v)| = dlog N, for some constant. We color the edges of the graph using three coldrd31 and
The probability that no node i (v) leaves the network B2. All edges are colored except a randonf edges of the set
during the intervalt — clog N, t] is of r “reconnect” edges that satisfied the three requirements of a
) good node. A random half of thegeedges are coloreB1, the
p—(cdlog® N)/N 5 1 _ <10g N) . rest are colored?2.
- N Since the proof of Theorem I111.3 uses only preferred con-

N hat if de iz (v | h K during this i nection edges, and edges of new d-nodes, it is easy to verify
otelt ﬁt' nI? nod N I'ﬂ(v) eaves the netc\iNorb u}:mg th's,'n'that at any timef, the network is connected with probability
terval then all nodes it (v) are connected to by their chain , _ O(log? N/N) using onlyA edges, and that if the network

of preferred C(_)nnections. ) . .is not connected, then w.h.p., thieedges define a connected
The probability that no new node that arrives during the omponent of sizeV(1 — o(1))

terval[t - glngNp’li] %9””90"5 to Both(v) andc(u) is bounded —\yq rely on the “random” structure of the edges to reduce
by (.1 — D*/K%)c o8 = O(1/N°). . the diameter of the network. However, we need to overcome two
S_lnce there aré = O(1) cache locations, we have the fOI'technical difficulties. First, although thi¢ edges are “random,”
lowing theorem. . . the occurrences of edges between pairs of nodes are not in-
_ Theorem I11.3: There is a constant such that at any given dependent as in the standatl , random graph model ([3]).
timet > clog vV Second, the total number & edges is relatively small; thus,
log? N the proof needs to use both tHeand theB edges.
) Lemma IIl.6: Assume that node enters the cache at tinig
wheret/N — oo. Then, for a sufficiently large choice of the
The above theorem does not depend on the state of the metstantC, the probability that leaves the cache as a good
work at timet — clog V! It, therefore, shows that the networknode is at leasy > 1/2. Further, thef recolored edges of a
rapidly recovers from network disconnection. good cache node are distributed uniformly at random among the

Pr(G; is connectei> 1 — O <
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nodes currently in the network. Furthermore, the probability thatLet Y = |I';(v)| be the number of c-nodes outsi##é that
a c-node is good is independent of other c-nodes. are connected tdV by B1 edges.E[Y] = g(w(l — o(1))).
Proof: Consider the interval of time in which was a Let wy,ws,..., be an enumeration of the nodes i, and
cache node. let N(w;) be the set of neighbors af; outsideW using B1
1) New nodes join the network according to a Poissd#figes. Define an exposure martingae, 7, ..., such that
process with rate 1. Also, the expected number of coro = E[Y], Z; = E[Y' | N(w1),. ..., N(w;)], Z, = Y. Since
nections tav from a new node i)/ K. the degree of all nodes is bounded®ya nodew; can connect
2) Nodes also leave the network according to a Poissihno more thar€' nodes outsidéV. Thus,|Z; — Z; 1| < C.
process with rate 1. Also, the expected number of Using Azuma’s inequality [2], it follows that that for suffi-
connections ta as a result of an old node leaving theciently large constant

network is ) . 1
Pr {|Y—E[Y]| > f@c\/@} < 2~ (/12807 o 5
> dw D 1 _D _, 8
~V dlu)K K = "
uev Now, we complete the proof of Theorem III.5. Our goal is

eto show that w.h.p. the distance between any two c-nodes is
. i d(w) D _ O(log N). Consider any two c-nodes and u. By applying

tow in unittime '_S N d(u) — D/N. ) ) Lemma I11.7 repeatedly)(log N) times, we have with prob-
From 1) and 2) above, it follows that each connection tavhile ability 1 — O(log N/N?), for somek,, k, = O(logN)
itis in the cache, has a constant probability each of being frorrpﬂ (v)] > VNlog N and|T'y. (u)| > v/Nlog N. The prob-
new or an old node. Also from 2), we have the expected numbg{jjity thatT';, (v) andT;, (u) are disjoint and not connected
of connections tw as a result of one old node leaving the nety an edge is bounded bt — f/QN)]\TlogZ N thus. with
work is <1; thus, each connection has a constant probability robabilityl — O(log N/N%), an arbitrary pair of nodes and

being triggered by a unique node leaving the network. Thus, 105,16 connected by a path of lengttflog N') in G,. Summing
a sufficiently large”, theC — D connections t@ include, with

probabilityy > 1/2, 7 > f reconnect edges from differentthe failure probability over all{ ,, | pairs, it follows that

3) The expected number of connections from an old nod

nodes leaving the network. w.h.p. any pair of nodes i6; is connected by a path of length
Further, from 3) and using the fact that each node leaveglog V). u

the network independently and identically under the same

exponential distribution it follows that each node in the net- IV. WHY PREFERREDCONNECTIONS?

work—irrespective of its degree—has an equal probability of .. . o we show that the preferred connection compo-
being connected to. Finally, it is easy to see the independence . P . pre . P!
nt in our protocol is essential: running the protocol without it

of the events for different c-nodes, since a cache node st js . :
. - : . : ads to the formation of many small disconnected components.
in the cache till it accept§’ connections irrespective of othe

ro. .
cache nodes. A similar argument would work for other fully decentralized

For the proof of the theorem, we need the following defingac:jtc;f:; ;T;;nigt:mu;PI?Ig]u(rjnoannﬂ ?:\;(;ml:ger;?:;g;?rzzg_
tions. Given a node in G4, letT'g(v) be an arbitrary cluster of 9 quaty, 1.€., X

dlog N c-nodes, such thate T'o(v), and this cluster has diam-tions. Observe that a protocol cannot replace all the lost con-
. . ; . nections of nodes with degree higher than the minimum degree.
eterO(log ) using onlyA edges. Fof > 1, odd (with respect Indeed, if all lost connections are replaced and new nodes add
to even), letl’(v) be all the c-nodes irF, that are connected new co'nnections then the total numpber of connections in the
toT';_1(v) and are not im};})Fj(v) usingB1 (with respect to . - . . ;
B2) edges. petwork is monotonically increasing whlle Fhe numper of nodes
We first show the following “expansion” lemma which stateI%S stagle, thus, the network cannot maintain a maximum degree
that each neighborhood ofstarting froml'; (v) is at least twice ound. : )
: . : To analyze our protocol without preferred nodes, define atype
the size of the previous neighborhood. . .
. H subgraph as a complete bipartite network betwRetinodes
Lemma lI1.7: If |T;—1(v)| = o(N) g
and D c-nodes, as shown in Fig. 1.

1 LemmalV.1: Atanytimet > ¢, wherecis a sufficiently large
Pr{|li(v)] > 2|T_1(v)[} > 1 - N fixed constant, there is a constant probability (i.e., independent
of ) that there exists a subgraph of tyfein G;.
Proof: Let W = T,_,(v), w = |W|, and let Proof. A subgraph of typed arises whenD incoming

z ¢ WU (U;ﬁ;})rj(v)). W..o.g., assume that — 1 is d-nodes choose the same set/dfodes in cache. A typél

even. PartitionlV" into W, consisting of nodes ifi’ that are Subgraph is present in the network at time/hen all the fol-
older thanz, and W;, consisting of nodes ifiV’ that arrived lowing four events happen.

after z. The probability thatz is connected td¥, using B1 1) There is a sef of D nodes in the cache each having
edgesis(1/4) (f {Wol/AN)(E—no(l))=tising Lemma Il1.6. degreeD (i.e., these are the new nodes in the cache and
Similarly, each node i#/; has probability( f /4N)(1 — o(1)) are yet to accept connections) at time D.

of being connected te by B1 edges. Thus, the probability that 2) There are no deletions in the network during the interval
z is connected t&1” by B1 edges is at Iea%f;Nw(l —o(1)). [t — D,t].
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d—nodes V. RELATED WORK

We briefly discuss related work in P2P systems most rele-
vant to our work. Two important systems proposed recently are
Chord [18] and CAN [13]. These are content-addressable pro-
tocols, i.e., they solve the problem of efficiently locating a node
storing a given data item. There are two components for the
above protocols: the first specifies how and where a particular
data item should be stored in the network, and the second spec-
ifies a routing protocol to retrieve a given data item efficiently.

The focus of our work is building P2P networks with good
topological properties and not the problem of searching or
routing—which is an orthogonal issue for us; for example a
Gnutella—like [8] or a Freenet-like [7] search/routing mecha-
nism can be easily incorporated in our protocol. Thus, although
Fig. 1. SubgraplH used in proof of Lemma IV.2 . Note th@ = 4 inthis e cannot directly compare our protocol with content-address-
?;ﬁécvﬂe;hﬁllg?ke).four d-nodes are connected to the same set of four c—no%eae networks such_as Chord. or CAN, W(.-:‘ can compare them

with respect to their topological properties and guarantees.
CAN uses ad-dimensional Cartesian coordinate space (for
3) AsetT of D new nodes arrive in the network during thesome fixedd) to implement a distributed hash table that maps

c—nodes

interval_[t - th]- keys onto values. Chord, on the other hand, uses a scheme
4) All'the incoming nodes of séf choose to connect to thecalled consistent hashingp map keys to nodes. Although the
D cache nodes in sét. degree (the number of entries in the routing table of a node) of

r% N is a fixed constand (the number of entries in its routing

Since each of the above events can happen with constant pta le), the diameter (the maximum distance between any two

ability, the lemma follows. . :
Le)r/nma IV.2: Consider the network’;, fort > N. Thereisa nodes in the virtual network) can be as largeCigin'/?). In
e b .the case of Chord, the diameterGglog N), while the degree
constant probability that there exists a small (i.e., constant S|zef\? . )
isolated component of‘every node |s0(log,_N_). _If (d = log N), CAN matches the
Proof: B Lemr.na IV 1 with constant probability there iSbounds of Chord). This is in comparison to the constant degree
a subgrap.h (gall i) of typ;eH in the netwc?rk at tim;/— N and logarithmic diameter of our protocol. However, the most
We calculate the probability that the above subgrEpjecomés important contrast is that their protocols provide no provable
guarantees in a realistic dynamic setting, unlike ours. Chord

an isolated component ifi;. This will happen if all2D nodes *. L .
in 7' survive till £ and all the neighbors of the nodes i (at gives guarantees only under a simplistic assumption that every
node can fail (or drop out) with probability 1/2.

mostC(C' — D) of them connected to thB c-nodes) leave the

network and there are no reconnections. The probability that tt%?':rn;r:?ire;\?vt;fztfmﬁ 6T2$hfsyisstear1n alﬁw t:iodrﬁgi?jg(:j?j"risfsa;&_e
2D subgraph nodes survived the interftat N, ¢] ise=2P. The ' 9

probability that all neighbors of the subgraph leave the netwo?l?twork based on a butterfly topology. The diameter of the net-

with no new connections is at ledgt—c) (€~ ) (1—(D/D+ work is O(log N) and the degree i©(log” N). Peer insertion

1))€(©=D), Thus, the probability thak' becomes isolated is attakesO(log V) time. The system is robust to fault tolerance in
least the sense that at any time, an arbitrarily large fraction of the

peers can reach an arbitrarily large fraction of the data items.
They show the above property under a somewhat artificial
—opy  —c@-py (4 _ D c(c-D) assumption that in any time interval during which an adversary
e (1-e) 1 D+1 =6(1). deletes some number of peers, some larger number of peers
join the network. Also, they assume that each of the new peers
joining the network knows oneandompeer currently in the
) B network. To compare with our work, we show that our protocol
Theorem IV.1: The expected number of small isolated comyg naturally fault-tolerant (in the sense it recovers fairly rapidly
ponents in the network at any time> N is Q(NV), when there o fragmentation and high diameter w.h.p.) under a natural

are no preferred connections. _ _ _ dynamic model, where each node operates with no global
Proof: LetS be the set of nodes which arrived during th‘?‘(nowledge.

interval[t — N,t — N/2]. Letv € S be a node which arrived
at att’. From the proof of Lemma IV.2, it is easy to show that
has a constant probability of belonging to a subgraph of fype
att’. Also, by the same lemma/ has a constant probability of We give a distributed protocol to construct networks with
being.isolated.at-Let.the.indicatorvariablé',, v € S denote good topological properties—namely, constant degree, connec-
the probability that belongs to a isolated subgraph at time tivity, and low diameter. An attractive feature of the protocol is
Then,E[Y ", cs Xu] = Q(N), by linearity of expectation. Since that it is simple to implement. We analyze our protocol under a
the isolated subgraph is of constant size, the theorem fol@mwsiealistic dynamic setting and prove rigorously that it results in

VI. CONCLUSION AND FURTHER WORK
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the above properties with large probability. We also proved th
our protocol is naturally robust to failures and that it has nic
self-correcting properties such as rapid recovery from netwa |
fragmentation. We now discuss possible extensions and fut
work.
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